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Abstract

In incubation experiments of bacterial colonies of Proteus Mirabilis, collective mo-
tion of bacteria is found to generate macroscopic turbulent patterns on the surface
of agar media. We propose a mathematical model to describe the time evolution
of the positional and directional distributions of motile bacteria in such systems,
and investigate this model both numerically and analytically. It is shown that as
the average density of bacteria increases, non-uniform swarming patterns emerge
from a uniform stationary state. For a sufficient large density, we find that spiral
patterns are caused by interactions between the local bacteria densities and the rota-
tional mode of the collective motion. Unidirectional spiral patterns similar to those
observed in experiments appear in the case in which the equilibrium directional
distribution is asymmetric.
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1 Introduction

In systems of self-propelled particles, collective motion is known to appear
with an increase in population through a kind of phase transition [1-3]. In-
teractions between modes of collective motion and local densities often result
in macroscopic spatio-temporal patterns [4]. Traffic jams and schools of fish
are well-known examples. Bacterial colonies represent one type of system that
can be studied experimentally in which very large populations of individual
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self-propelled elements can exist [5,6]. Bacterial colonies have a wide variety of
morphologies, with that appearing in any given case depending on the species
and the conditions of the culture [7—11]. Although most such patterns are es-
sentially static after they have formed near the growing interface of the colony,
spatio-temporal patterns, such as turbulent patterns and spiral patterns, have
been reported to appear in experiments employing Proteus Mirabilis [12-14],
and the collective motion of swarming bacteria have been observed microscopi-
cally in such colonies. These spatio-temporal patterns resemble those observed
in other dissipative systems, such as reaction-diffusion systems and liquid crys-
tals [15]. We are interested in the mechanism of collective motion that causes
such patterns. In this study we propose a mathematical model to describe the
time evolution of the positional and directional distributions of bacteria.

Here we briefly summarize the main results of experiments studying proteus
[12-14]. Proteus is a rod-shaped bacterium whose motility is made possible
by many flagella protruding from its surface. Its length is approximately 10
pm, and it moves at a speed of 20 — 30 um/s on the surface of agar [16-18].
Although Proteus is famous for producing concentric-ring-like colonies, spatio-
temporal patterns are observed on different culture conditions in which agar is
softer and more nutrient-rich. They appear after a colony has spread over the
surface of its enclosed environment and exist for several hours. These patterns
have the following features.

(F1) They are not patterns of bacteria density, but of the local directional
order of bacteria. These patterns can be observed by exploiting the hetero-
geneity of certain optical properties. The bacteria density is approximately
uniform in typical spiral patterns. (F2) Patterns appear as the bacteria den-
sity gradually increases. In these experiments, the cultures are nutrient-rich.
(F3) Targets and spirals are occasionally formed in these patterns. The spirals
rotate periodically in time. The characteristic width of stripes is 2 — 3 mm,
and the period is 1 — 2 min. (F4) Only counterclockwise spirals are observed.
This is believed to have some biological cause.

The features (F2) and (F3) suggest that the growth of the bacteria population
is slow compared with the characteristic time of the pattern evolution, and
that a lack of nutrients plays no role in these phenomena. For these reasons, we
ignore the effects of both nutrient concentration and bacterial multiplication
and consider only kinetic properties of bacteria in our model.

In this paper, we first construct a 1-dimensional model. We introduce local
equilibrium distributions of bacteria phenomenologically to describe interac-
tions among bacteria as a kind of mean field. The results of numerical sim-
ulations and a linear stability analysis are reported briefly. In Section 3, we
extend this model to 2-dimensional systems. Owing to the freedom of rotation,
the behavior of the system becomes much more complex. Unidirectional spiral
patterns can be caused to form by adopting an asymmetric equilibrium direc-
tional distribution. In the case that the population density is sufficiently large,



simpler equations are derived from our model using a reductive perturbation
method. We summarize the results in Section 4.

2 1-dimensional model

In this section we construct a phenomenological model consisting of equations
that describe the situation in which two groups of bacteria move in opposite
directions in a 1-dimensional system. We treat the total number of bacteria
as a fixed parameter, because we ignore population growth, as mentioned in
the Introduction.

It is known that a single bacterium in water exhibits repeated uniform linear
motion punctuated by random changes of direction [19]. However, in the case
of bacteria densely populating the surface of a culture medium, quantitative
features of their motion have not been investigated thoroughly. Short-range
interactions among individuals are very complicated due to many-body colli-
sions, hydrodynamic effects, tangles of flagella and biological communication.
Therefore, assuming that, as in water, bacteria in a culture medium move
linearly with an approximately constant speed v and change their direction
randomly with a time-independent probability 7y, we introduce local equi-
librium distributions to describe interactions as a kind of mean field. Local
interactions among assemblages moving in various directions are described as
relaxation to the equilibrium states, as in the collision interval theory for the
Boltzmann equation.

We express the densities of bacteria moving in the positive and negative di-
rections along the z axis at time ¢ as ny(z,t) and n_(z,t) and the fluxes
as ji(x,t) and j_(z,t), respectively. The local average density is defined as
p(x,t) = {ny(z,t) +n_(x,t)}/2, and we introduce the order parameter quan-
tifying collective motion as W (x,t) = {ny(z,t) — n_(x,t)}/2. Expressing the
local equilibrium distributions as pgs, the continuity equations for ny are
given by

ony  0jy B on_  0j- B
ot Ty = olgre = i) 4 5 = 0(g-p —no). (1)

The second term of each equation yields the property that the system tends
to approach local equilibrium states through changes of direction.

The fluxes are expected to decrease as “traffic jams” occur in dense states. We
assume that the functions ji(x,t) depend on the lowest order of the density



gradient according to

: 0
Jx = Fong — D%. (2)

The second term on the right-hand side acts as a diffusion term and prevents
the emergence of numerical instabilities in the model. We conjecture that
such diffusion is caused by short-range interactions among bacteria, such as
collisions. We note that random changes of direction also result in diffusive
behavior with a diffusion coefficient of the order of v?/v, even if this term
were not included.

The equilibrium distributions are expected to be different for the two groups,
as we anticipate the appearance of collective motions. We assume that g4 are
functions of the order parameter W and that g, = g_ for W = 0. Stipulating
the conservation of total number and the reflection symmetry of Egs. (1) and
(2), we obtain the relations g, (W) + g_(W) = 2 and g_ (W) = g.(=W).
Hence, g+ (W) — 1 is an odd function of W. In this study we assume it to be
a third-order function of the following form:

g+ (W) = g-(=W) = gi(aW),  gi(2) =1+ (1 -bz")2. (3)

Here b is a positive constant, and a is a constant corresponding to the co-
efficient of the linear order term. We assume this form for convenience with
regard to scaling, as discussed below.

We choose v, D and a to be 1, without loss of generality, as this can be

accomplished by scaling ¢, x and n,. Equations (1), (2) and (3) can be written
in the form of two equations for p and W:

dp oW &

ot Ox + ox?’ , (4a)
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Here we have used 7 = v?/v9D. Note that the spatial average of the density,
7 = (1/L) [f dzp(z,t), is treated as a parameter, because it is conserved in
time.

The behavior of solutions of Eq. (4) can be guessed from the uniform so-
lutions and their stabilities. As p increases, the trivial stationary solution
(p, W) = (p, 0) destabilizes at p = 1. Then, considering only uniform solu-
tions, the trivial solution branches into the two traveling solutions (p, W) =

(p, £1/(p—1)/bp ). The eigenvalues obtained from the linear stability anal-



Fig. 1. Space-time plot of p (left) and W Fig. 2. Space-time plot of p (left) and W
(right) obtained from a numerical simula- (right) obtained from a numerical simula-
tion with p = 1.1. tion with p = 2.2.

ysis are

AN=¢€/2 — k% \/e2/4 — k? for the trivial solution,  (5a)
A= —c— k& \/62 — k2 —ikW/rp  for the traveling solutions,  (5b)

where k is the wave number and ¢ = (p — 1) /7. Both eigenvalues given in Eq.
(5a) have positive real parts for small k£ when 7 increases beyond 1. Therefore,
the emergence of collective motion in this model does not appear through a
pitchfork-type bifurcation. We conjecture that nonuniform solutions appear,
because the uniform traveling solutions are unstable for 47bp®(2¢ + 1)e < 1.
However, for large p, the system is expected to settle into either of the two
uniform traveling states.

We carried out numerical simulations for a system of size L = 150 with 7 =
b = 1. The Euler method was used, with spatial mesh size Az = 0.5 and time
step At = 0.01. Periodic boundary conditions were employed, and slightly-
perturbed uniform states were prepared as the initial states by adding small-
amplitude white noise to the trivial solution, (p, W) = (p,0). Figures 1 and
2 display the results for p = 1.1 and p = 2.2, respectively. In each space-
time plot, the abscissa corresponds to the x coordinate, and the ordinate
corresponds to time, with the series of plots moving up the ordinate axis
representing data obtained every three time units. As we hypothesized above,
nonuniform traveling solutions appear as p increases. Then, as p increases
further, uniform collective motion emerges.

We next investigated the spatial average of the flux, W — 8p@x = W, chang-
ing p quasi-statically. Figure 3 plots the absolute value of W with the solid
curve. In this simulation, the small term cp is added to the right-hand side of



average direction
0.4+
B
0.2
X
n6.xy,1)
0
0.5
Fig. 3. Dependence of the average Fig. 4. 2-d model.
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Eq. (4a), and p is increased from 0.8 to 1.4 and then decreased to 0.8. Here we
used ¢ = 2 x 107, L = 125 and Az = 0.25. The dotted curve corresponds
to |W/| for the uniform traveling states. The hysteresis exhibited in Fig. 3 is
caused by the appearance of non-uniform traveling states.

3 2-dimensional model

We extend our model to 2-d systems in this section. Here, the function n(6, x, t)
represents the local density of bacteria moving in the direction of the angle
0 at the position * = (z,y) and time ¢t. The local average density p(x,t)
and the complex order parameter W (x,t) are defined as p = (n) and W =
(ne') = |W|e™®, using the directional average (---) = (1/27) f¢" df ---. The
magnitude and direction of collective motion are characterized by |[W| and ©.
Equation (1) is naturally extended to the equation

?Z+V~j=%(gzp—n), (6)
where gop denotes the local equilibrium distribution. As in Sec. 2, we assume
that go is a function of W and 6 and that it is constant for W = 0. Also, g
must be a function of the single variable We=% in order for Eq. (6) to possess
rotational symmetry. Stipulating the conservation of the total number imposes
the condition (go) = 1. We express go as g2(W,0) = g(z), using the quantity
2z = aWe™™. The constant a is generally a complex number. It represents the
coefficient of the linear-order term of g(z) assumed below, as in the 1-d model.

The flux in the direction of the angle 6 is expressed in forms of the velocity
vector v = v(cos d,sin ), using an equation similar to Eq. (2),

j:v<1—£v.v)n. (7)



Through an appropriate scaling of ¢, & and n, the parameters v and D are set
to 1, and a is expressed as a = ¢*. Then, Eqgs. (6) and (7) can be combined
into the following:

an:i{pg(z)—n}—v-vnﬂv-’v)?na (8a)

ot
2= Welo=) = |WWeiO+e-0), (8b)

Considering the Fourier expansion of g(z) with respect to 6, we adopt the

simplest function containing only the lowest-order terms in e**,

g(2) =1+2(1 = bz[*) Rez =1+ 2|]W|(1 — b|W|*) cos (O +¢ —0), (9)

where b is assumed to be a positive real number. The term nonlinear in ||
is necessary to prevent the divergence of solutions when the trivial uniform
state becomes unstable.

For given p > p,, this system has the uniform solution

n=p+2|W|cos(© — 0) (10a)

_ 1 ¢
|W| = i , ©=wt+const.,, p.=——, w= an¢‘
bp cos @ T

(10b)

Here, n is periodic in time if ¢ # 0, and its directional distribution is sym-
metric with respect to # = ©. This solution becomes stable as p — p. increases.
The quantities © and p are not determined locally, and they are expected to
interact as slow modes through the spatial derivative terms [20-22].

We next compare the two cases ¢ = 0 and 0 < |¢| < 1. In the latter case,
the collective motion rotates gradually in the direction determined by the
sign of ¢. In fact, some experiments show that colonies grown radially from
an incubated point form shapes with chirality whose direction is determined
uniquely for each species. This is believed to be caused by some biological
factor, such as the rotation direction of the flagella [8,23].

We carried out numerical simulations of Egs. (8) and (9) using the Euler
method. The step size of 0, x and t were Af = 27/16, Ax = 2 and At = 0.01.
Periodic boundary conditions were employed with a system size L = 400.
The initial conditions were taken as n(6,x,0) = p{1 + £(0, )}, using small-
amplitude white noise ¢, satisfying €| < 1071 We chose the parameter values
7 = 0.1 and b = 1. Figures 5 and 6 display results for the two cases ¢ = 0
and ¢ = 0.02. For each case, snapshots obtained from two simulations with
p = 1.2 and 5.0 are presented at the top and bottom of the figure. The scales
used for p and W are displayed in Fig. 7. As in the 1-d model, the system
settles into the trivial uniform state with W = 0 for p < p., and collective
motion begins to appear as p increases. Spatial variations of both p/p and |W/|
increase in size as (p — p.)/p. becomes small. In particular, in the case ¢ # 0,



several localized regions exhibiting vortex motion appear, and these regions
slowly change shape.

In contrast to the 1-d model, this system can have topological defects in the
O field, and non-uniform states are observed even when p is sufficiently large
compared with p.. Spirals grow around these defects for ¢ # 0, while patterns
are practically frozen for ¢ = 0, except for the very slow motion of defects.
The spiral patterns are similar to those reported in experiments. However, both
clockwise and counterclockwise spirals grow initially in these spiral patterns.
This differs from the experimentally observed behavior referred to as (F4) in
the Introduction.

Unidirectional spiral patterns are observed when we adopt the asymmetric
equilibrium distribution with respect to # = © + ¢ represented by

9(2) = 1+2(1 = blzP){Re(2) + ¢ Im(z*)} (11)

instead of Eq. (9). The imaginary part of 22 gives a term that is second order in
et We are not interested in the real parts of 22 because it does not break the
symmetry. Although there are presently no experimental data verifying this
distribution, it is plausible that equilibrium distributions lose symmetry in
the case that the collective motion deviates from a straight line in a particular
direction. Assuming Eq. (11) and the condition ¢ < 1, the nontrivial uniform
solution becomes asymmetric with respect to # = ©, taking the form

n =~ p+2|W|cos (0 — 0) + 2c|W|*sin2(0 — 0) + O(¢?), (12)
while the equation for W is the same as Eq. (10b).

Figure 8 depicts the result of a numerical simulation with ¢ = —0.5. In the
case that the equilibrium distribution is sufficiently asymmetric with respect
to the direction of collective motion, only spiral patterns with rotation in one
of the directions can grow. In order to investigate the growth of spirals, we
carried out simulations using the special initial conditions, n(6, z,y,0) = p{1+
2 Re (Woe %)} and Wy = —0.1{cos (27y/L) +i cos (2 /L)}. This initial state
contains four topological defects. Figure 9 displays snapshots of W obtained
at t = 0,500 and 2500 for the two cases ¢ = 0 and ¢ = —0.5. For both
values of ¢, we find that as the system evolves, eventually one of the two types
of spirals dominates. In the case ¢ = 0, both types of spirals grow initially,
but eventually one type begins to shrink while the other continues to grow
[24]. However, when |c| is large, even at early times, before there can be any
interaction between spirals, only one type is able to form.

Assuming that 7 and ¢ are sufficiently small, we can reduce the 2-d model to
equations for p and © using the reductive perturbation method, as described
in Appendix A. These equations accurately describe the propagation of the
spirals, although the behavior of the spiral cores may not be faithfully reflected.



Fig. 5. Snapshots at t = 2500 obtained from
simulations with ¢ = 0, p = 1.2 (top) and
10.0 (bottom). p and W are displayed on
the left and right, respectively.

Im W
T

Fig. 7. The scales used for p and W.

Fig. 6. Snapshots at ¢t = 2500 obtained
from numerical simulations with ¢ = 0.02,
p = 1.2 (top) and 10.0 (bottom).

t=0

Fig. 8. Snapshots obtained from a numerical
simulation using Eq. (11) with ¢ = —0.5.
The other parameters are the same as in the
case of the bottom snapshots of Fig. 6.

Fig. 9. Growth of spirals for the two cases
¢ = 0 (left) and ¢ = —0.5 (right). Here we
have ¢ = 0.02 and p = 5.0.



Fig. 10. Snapshots of p at ¢ = 500 for the simulations depicted in Fig. 9.

In regions that p is sufficiently larger than p,, the reduced equations (A.6) and
(A.7) are approximated by the following:

ap 1 _

o = 506 = 0.6+ (9], - 91)6 +2(9,0)(2.0)}, (13a)

00 1 1. . 1 -

5 =Y + 5&@ — 58”) + Z;(‘ﬁ — 8/2/)@ +¢0,0, (13b)
oy = cos@g —Hs.in@2 0, = —sin@3 + cos@2

Ox oy’ ox oy’

Here we have defined p = vb(p — p) and & = ¢/v/b. In the case ¢ = 0, these
equations are invariant under the simultaneous transformations © — © + 7
and p — —p. The density p is affected by © through the divergence term,
0,0 = V-(cos ©,sin O). The effect of this term differs for spirals with different
rotation directions. The result of the numerical simulations shown in Fig. 10
elucidates the difference between p for the two types of spirals. We infer that
as ¢ increases, oscillations corresponding to one type of spiral are not allowed
to exist due to the effect of the 0, © term in Eq. (13b).

4 Conclusions

We have proposed a mathematical model describing the evolution of spatio-
temporal patterns appearing in bacteria cultures that result from the collective
motion of the individual bacteria. We find that this model describes behavior
in which as the bacteria population increases, the trivial uniform station-
ary state bifurcates sub-critically into nonuniform states exhibiting localized
collective motion. Discontinuous transition representing the spontaneous for-
mation of swarming clusters has been found in models consisting of discrete
systems of self-propelled particles [25]. The validity of the continuous descrip-
tion adopted in our phenomenological model should be verified by studying
such discrete systems. We found that as the bacteria density increases, col-
lective motion appears throughout the entire system. In particular, assuming
that the direction of the collective motion rotates gradually, two types of spi-
rals, characterized by opposite directions of rotation, are formed. One type of

10



spiral can not grow in the case that the equilibrium distribution is sufficiently
asymmetric with respect to the direction of collective motions. These spatio-
temporal patterns are formed through interactions between the local bacteria
density and the order parameter representing the collective motion. It is an in-
teresting problem to investigate the mathematical structures of the two types
of spirals. Our study was motivated by the discovery of spatio-temporal pat-
terns in experiments employing Proteus [12—14]. In order to construct a model
that can be used to describe the morphologies observed in a wider range of
systems of this type, it is necessary to add the effects of changes in bacterial
population and nutrient concentration and the life cycle of cells, which were
ignored here [26-28].
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A Reduction of the 2-d model

The reductive perturbation of the 2-d model is described below [15]. Here we
assume that 7 < 1 and ¢ ~ O(7). The uniform solution, n = ng, given in (10)
and (12), satisfies the equations

on
F{no} = pg(z0) — no + Twa—eo =0, (A.1)
20 = Woe'®9 p=(ng), Wy = () = [Wole®. (A.2)

We express Eq. (8a) in terms of the above F{n} as

0 0 ~
T (87; + waZ> = F{n} + 7Mn, (A.3)
where the operator M is defined as Mn = {—v -V + (v-V)?}n. We regard the
spatial interactions as a perturbation. We expand a solution as n = ny(p, ©) +
on, with small dn, assuming that p and © change slowly as functions of ¢t and
x. Equation (A.3) is approximated to lowest order in dn and 7 as
0,2 Lon +7M (A.4)
T| = +w=—|ng >~ Lén + 7Mnyg. .
ot ag) " ‘
Here, Ldn represents the part of F{n} linear in on. The linear operator L has
the two left-eigenfunctions 1 and I'm zj, because p and © are arbitrary in Eq.

11



(A.1). From the solvability conditions, (Lon) = 0 and (Im zLén) = 0, we
obtain the reduced equations,

9 _ (Mng) and

o
ot v

ot EAE

Im {{zMno)} +O(¢).  (A5)

Using Eqgs. (11) and (12) for ¢g(z) and ng, these equations become

g‘t) _ ;38*p — Re (0Wy) + ;clm (PW2) + O(¢?), (A.6)

a@ . 1 * * 1 2

5 =Y W Im{Wo (aa Wi —0p+ 50 wo)} + ¢ Re (OWy) + O(9),
(A7)

where we have defined 9 = 0/0x —i0/dy. The superscript * indicates complex
conjugation. As p/p. increases, the above equations can be approximated by
Eq. (13), because Wy approaches € /v/b.
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